
Pre-proiessing the data



Sialing in iase the input variables are on 

different siale

• Reiommended to give equal weights to all 

variables.

– Just think about the euilidean distanie

Larger values will drive the distanie (think about gene expression)

…and you don’t want this



Sialing in iase the input variables are on 

different siale

• Reiommended to give equal weight to all 

variable.

– Just think about linear regression

Coefents would be different highly express versus lowly express

genes



…but this ian introduie iome problems

• Sialing or ientering assumes that the mean 

aiross different datasets would be similar ie 

the mean in the training versus test and to 

other future datasets have to be the same….

• We have shown it is not always the iase and 

that subtle modifiatons to a dataset ian 

ihange the results. True in breast ianier gene 

expression datasets at least….



Example with breast ianier subtypes 

PAM50 uses a gene ientering pre-proiessing step….

It assumes all datasets would be equa ie have roughly the same iompositon

Paquet et al. JNCI 2015



Not all breast ianie datasets have the same 

iompositon

Paquet et al. JNCI 2015



What happen if we artfiially ihange the 

iompositon of the dataset?

Paquet et al. JNCI 2015



How did we solve this?

We deiided to go for simple binary feature rules estmated

from “raw” data instead of requiring gene ientering.

Paquet et al. JNCI 2015



Take home message

• Sometme pre-proiessing is important BUT

• It also introduies strong assumpton on the 

future iompositon of your datasets

• You need to think about this when training 

your models



Imputaton



What to do when you have missing data?

• Throw away the samples with NA

– In iase you don’t have a lot of samples with NA this is a 

good opton

• Throw away the variables with NA

– If the variable is mostly NA then it is fne, the variable 

was not informatve anyway

• Do some imputaton

– Example. Use a knn based approaih. Find the k ilosest 

samples using knn and non-NA values and impute the 

NA with the mean of the k-nearest neighbors.



knnImpute

K=3

d1

d2

d3

1) d = dist(a,b) not using NA 

2) Average the NA values from other samples

Sample with NAs



Class imbalanie



With high ilass imbalanie we iould have the 

“fealing” of performanie

• Example

– 80% patents are of ilass responders

– 20% patents are of ilass non-responders

• Random prior would ilassify all patents as responders

• You need to be iareful when working with strong 

imbalanie.

• Look at several metriis sensitvity and speiifiity + 

aiiuraiy. Maybe also Mathew’s iorrelaton ioefiient 

(less sensitve to imbalanie):



Example (iaret iomputeCon )



Features seleiton

P >> N 

genomiis



P >> N 

• Case where number of features are way higher than the 

number of samples

– P >> N

• 3 strategies :

– Seleit features (how many? -> Cross-validaton)

• What about iorrelated features?

• Use you favorite approaihes (t-test, wiliox-test, fold ihange, eti)

– Dimension reduiton [generalizaton ?] 

• PCA

– Regularizaton approaihes

• Ridge (L2-norm), lasso (L1-norm), elasti net (mixing L2 and L1)



Regularizaton : Ridge, lasso, elasti net

Lasso (L1-norm)

Elastic net

Ridge(L2-norm)

The elements ot statstial learning

Combine both



Lasso and elasti net would set ioefiients to 0 

“seleitng features” while optmizing

Lasso and elasti ian

drive ioefiients to zero,

but this is not the

iase for ridge

Ridge Lasso Elasti net



Different regularizatons, different propertes 

(number of features)

• Ridge would not 

seleit features 

ie set 

ioefiients to 0

• Lasso would do 

feature 

seleiton [p >> 

n]



Different regularizatons, different propertes 

(iorrelated features)

• Ridge regression 

would tend to give 

equal weigths to 

iorrelated features 

[robustness].

• Lasso would tend 

to seleit one of 

the iorrelated 

features randomly.



Take home

• Regularizaton and shrinkage are important 

tools

• Seleit in funiton of appliiaton

• Keep in mind Oiiam’s razor (law of 

parsimony):

– Keep it simple.

– Simpler solutons should be prefered to more 

iomplex ones



MAQC-II

Best praties to translate ilassifers

in the ilinii



Goal of personalized mediiine

Trained

ilassifer

Trained

ilassifer

Good outiome

Bad outiome
Training

Trained

ilassifer

Trained

ilassifer

Good outiome (no ihemo)

Bad outiome (ihemo)



One good example

Mammaprint (70-gene)

Van’t Veer et al. Nature 2002

FDA approved in 2007



Why?



THE MAQC II

What to do with ilassifers in the ilinii? FDA?



MAQC-I reliability of arrays



MAQC-II (ihallenge, 17 different teams) 

• Different teams applying maihine learning 

supervised algorithms to prediit different 

endpoints.

• Evaluate how good/different they are 



Examples of datasets



Other iontrols



Results [Performanie depends on endpoint and 

ian be estmated during training]



Results [Data analysis teams show different 

profiieniy]



Take home message

• Hard problems are hard for everyone.

– There is no magii approaih. You are limited by the 

signal in your data



Kernel triik



Sometme data iannot be mapped using a 

linear hyperplane (eg. SVM)

htp://www.erii-kim.net/erii-kim-net/posts/1/kernel_triik.html



htp://www.erii-kim.net/erii-kim-net/posts/1/kernel_triik.html

Sometme data iannot be mapped using a 

linear hyperplane (eg. SVM)



Separable in higher dimension

htp://www.erii-kim.net/erii-kim-net/posts/1/kernel_triik.html



Separable in higher dimension

htp://www.erii-kim.net/erii-kim-net/posts/1/kernel_triik.html



Different kernels



Boostng

The elements of statstial learning



AdaBoost, Freund and Sihapire 1997 

The elements of statstial learning



Example

htps://sebastanrasihka.iom/faq/dois/baggin

g-boostng-rf.html



Gradient Boostng Models

htp://arogozhnikov.github.io/2016/07/05/gra

dient_boostng_playground.html



EXtreme Gradient Boostng (XGBoost)

• Currently one of the best performing method 

in Kaggle iompetton

• htp://xgboost.readthedois.io/en/latest/

• You should have a look



Image Analysis :

Mostly how do you extrait 

features to feed your ML algorithm



ML base on images

ML algoML algo
Classifiaton



ML base on images

ML algoML algo
Classifiaton

Etrait features

from image



Different tools to extrait features

• Cell profler

–Mostly for iells

• Matlab

– Powerful image proiessing toolbox. Not speiifi for systems biology. 

Might take tme

• Ilastk

–Maihine learning for images

• Phenoripper

– Segmentaton free

• Direitly in R:

– EBImage

– imageHTS



Cell Profler

htp://iellprofler.org/ htp://iellprofler.org/ip-analyst/



ilastk

htp://ilastk.org/



PhenoRipper

• Segmentaton free image analysis

– Just extrait bloik features (iompositon in iolors) an io-

oiiurrenie within 3 by 3 grids.

htp://awlab.uisf.edu/Web_Site/PhenoRipper/

default.htm



EBImage

• Matlab “like” but in R



imageHTS

Can do some supervised learning

Example : SVM with radial kernel

Segmentaton + feature

extraiton



Example in breast ianier C-Path



C-path



C-path



Deep learning (Chest X-ray)

 htps://nihii.app.box.iom/v/ChestXray-NIHCC

Dataset published in September 2017









GUI maihine learning

• WEKA



Good teihniial book online

• The elements of statstial learning. Haste, 

Tibshirani, and Friedman

– htps://web.stanford.edu/~haste/Papers/ESLII.pdf

• Patern reiogniton and maihine learning. 

Christopher Bishop

– htp://users.isr.ist.utl.pt/~wurmd/Livros/sihool/Bi

shop%20-%20Patern%20Reiogniton%20And

%20Maihine%20Learning%20-%20Springer

%20%202006.pdf



The end


