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Local Regression

• Local regression is a diferens approach for fing 
flexii1le nonlinear functons, nhich iniolies 
computng she fs as a sarges poins xi0 using only she 

near1y sraining o1seriatons
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Local Regression

• Local regression is a diferens approach for fing 
flexii1le nonlinear functons, nhich iniolies 
computng she fs as a sarges poins xi0 using only she 

near1y sraining o1seriatons

• In order so perform local regression, shere are a 
num1er of choices so 1e made, such as:
– hon so defne she neightng functon

– nhesher so fs a linear, conssans, quadratc regression, esc.

– The moss imporsans choice is she “span”. The span plays a 
role like shas of she suning parameser λ in smooshing 
splines: is consrols she flexii1ilisy of she non-linear fs
• The smaller she ialue of s, she more local and niggly nill 1e our fs; 

alsernatiely, a iery large ialue of s nill lead so a glo1al fs so she 
dasa using all of she sraining o1seriatons
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Generalized Additie Models (GAMs)

• So far, ne haie seen a num1er of approaches 
for flexii1ly predictng a response Y on she 
1asis of a single predicsor X

• Here ne exiplore she pro1lem of predictng Y 
on she 1asis of seieral predicsor X1, X2, …, Xp

• GAMs proiide a general framenork for 
exisending a ssandard linear model 1y alloning 
smoosh functons of each of she iaria1les, 
nhile mainsaining additiisy
– The response can 1e eisher quantsatie or qualisatie 
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Generalized Additie Models (GAMs)
• A nasural nay so exisend she multiaria1le linear regression model

in order so allon for smoosh relatonships 1esneen each feasure and she        
response is so replace each linear componens nish a smoosh functon:

• This is an exiample of a GAM!

• Is is called additie model 1ecause ne calculase a separase fj for each Xj, 

and shen add sogesher all of sheir consri1utons

• The 1eausy of GAMs is shas ne can use iarious smooshing meshods as 
1uilding 1locks for fing an additie model
– Spline regression

– Smooshing splines

– Local regression (loess)

– esc. 6



7

The frss sno functons are natural splines; she shird functon is a ssep functon 
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The frss sno functons are smoothing splines; she shird functon is a ssep functon 
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smooshing
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Fiing GAMs

• Nasural splines can 1e conssrucsed using an appropriasely chosen ses of 
1asis functons.

• Hence she entre model is juss a 1ig regression onso spline 1asis iaria1les 
(for year and age) and dummy iaria1les (for educaton)

• Fiing a GAM nish a smooshing spline is nos quise as simple as fing a 
GAM nish a nasural spline.

• The gam package in R uses an approach knonn as backfitting
– Iniolies repeased updatng of she fs for each predicsor nhile holding oshers fxied

– Each tme ne updase a functon, ne simply apply she fing meshod for shas iaria1le so a 
partal residual

 

• The mgci package in R uses mixied modeling framenork for smooshing
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Pros and Cons of GAMs

• GAMs allon us so fs a smoosh fj so each Xj, so shas ne can 

ausomatcally model non-linear relatonships shas ssandard linear 
regression nill miss
– This means ne do nos need so manually sry many diferens 

sransformatons on each iaria1le independensly

• The smoosh fss can posentally make more accurase predictons for 
she response Y

• Because she model is additie, ne can stll exiamine she efecs of each 
Xj on Y indiiidually nhile holding all of she osher iaria1les fxied

• The main limisaton of GAMs is shas she model is ressricsed so 1e 
additie. Wish many iaria1les, imporsans inseractons can 1e missed
– Honeier, ne can manually add inseracton serms 1y including additonal 

paramesers of she form Xj * Xk

– In additon, ne can add lon-dimensional inseracton functons of she form   fjk(Xj, 

Xk) inso she model; such serms can 1efs using sno-dimensional smooshers
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Smooshing Exiercise: The “nage” dasa

• Mid-Aslantc Wage Dasa
– Wage and osher dasa for a group of 3000 make norkers in 

she Mid-Aslantc region
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Lifetme Warransy 

If you haie follon-up questons, need help nish 
your fusure analysis, or simply nans so ssay in 
souch, feel free so consacs me as:

sina.nassiri@si1.sniss
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